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Abstract

We examine the plausibility of using an Artificial Neural Network (ANN) and an Importance-Aided Neural Network (IANN) for the refinement of the structural model used to create full-wave tomography images. Specifically, we apply the machine learning techniques to classifying segments of observed data wave seismograms and synthetic data wave seismograms as either usable for iteratively refining the structural model or not usable for refinement. Segments of observed and synthetic seismograms are considered usable if they are not too different, a heuristic observation made by a human expert, which is considered a match. The use of the ANN and the IANN for classification of the data wave segments removes the human computational cost of the classification process and removes the need for an expert to oversee all such classifications. Our experiments on the seismic data for Southern California have shown this technique to be promising for both classification accuracy and the reduction of the time required to compute the classification of observed data wave segment and synthetic data wave segment matches.
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1. Introduction

One of the major concerns today is how to withstand natural disasters. For example, in Southern California a real concern is the ability of high rise buildings, roadways and bridges to withstand earthquakes. Another concern is where to obtain natural resources. For example, where we will find enough oil to drive the World’s economy. Understanding the physical properties of the Earth’s subsurface is an essential step towards making more secure high rise buildings, roadways and bridges as well as finding future reserves of oil. A recent advance in subsurface imaging technology is full-wave tomography, which uses waveform information as a means for providing the subsurface image. Full-wave tomography has shown itself to be more accurate and have higher resolution than other forms of tomography [1]. A current detractor to this form of tomography is the higher computational costs regarding both computer and human processing compared to other forms of tomography.

Seismic tomography is a technique that images the interior of the Earth. In the 1970s, seismologists developed a travel time tomography method that uses the body wave arrival times to investigate the lateral heterogeneity of the Earth’s interior [2]. Body waves are energy that propagate through the subsurface of the Earth. Travel time tomography has a low computational cost, but produces lower resolution images than full-wave tomography. Recent
advances in parallel computing technology and numerical methods (e.g. [3, 4, 5]) have made large-scale, three-dimensional simulations of the seismic wave-fields much more affordable, which has opened up the possibility of full-wave tomography (e.g. [6, 7, 8, 9, 10]) and seismic source parameter inversions (e.g. [11, 12, 13]). The main advantage of the full-wave method is in enhancing the resolution and accuracy of the structure model. The more accurate model can be used for both scientific and practical purposes. For example, high resolution models can provide reliable geological structures and/or process interpretation (e.g. [6, 7, 8, 9, 10]), and more accurate ground motion predictions for seismic hazard analysis (e.g. [6, 7]). In full-wave tomography, any type of waveform can be used to improve the model and it is not necessary to identify specific phases of waveforms. However, from the inversion point of view, not every segment on the seismogram is suitable to be used for extracting waveform discrepancies in full-wave inversions. In fact, the success of some of the recent full-wave tomography studies at different geographic scales (e.g. [6, 8, 9]) are very dependent upon the proper segmentation of the complete seismogram and the proper selection of time-localized waveforms.

The motivation and also the necessity of seismogram segmentation and waveform selection are four-fold. First, the distribution of structural and/or source information on the seismogram is uneven. Consider, for example, the differences between phase and amplitude observations for body-waves that propagate through the body of the Earth. The phase data contained in travel-time measurements made on body-waves are quasi-linear with respect to structural parameters [14], while similar properties are not available for amplitude data. Second, seismogram segmentation reduces possible nonlinear effects due to the interference among different wave groups and allows us to make incremental changes to our structure model. As demonstrated in [7, 9], we can start from fitting portions of the observed seismograms that are not too different from our synthetic seismograms and gradually improve our structure model and try to fit more observed waveforms through iterations. Third, different types of seismic phases on the seismogram can have very different sensitivities to different types of structural parameters and the inverse problem can often be simplified through a judicious choice of the appropriate arrivals and corresponding structural parameters [15]. Fourth, seismogram segmentation allows us to separate signal from noise, which includes signal-generated noise resulting from inadequacies in modeling capabilities.

Our contribution through this paper is the elimination of the majority of the human processing element. This is accomplished through the combination of CWT and machine learning. CWT is a continuous wavelet transform that allows us to analyze waveforms in the time and frequency domain. Furthermore, we apply an Artificial Neural Network and a Knowledge-Based Artificial Neural Network to the human processing element of selecting good seismic windows within the full-wave tomography algorithm. In the experiments presented in this paper, we have shown success when implementing our algorithm for data regarding the Southern California subsurface.

We will discuss the following topics in the remainder of this paper. Section 2 talks about current waveform analysis methods and reviews machine learning methodology. Section 3 describes the related work of machine learning that has been done with regard to seismic data. Section 4 describes the process used to pre-process seismic data for the machine learning algorithms and also describes how we apply machine learning to this problem. Section 5 goes through the design of our neural networks. Section 6 lists the results of our experiments. Section 7 is a discussion on our conclusions and future work.

2. Background

2.1. Current Waveform Analysis Methods

The full-wave tomography workflow (Figure 1) starts with an initial structure model that represents the study area, for our research the study area is the Southern California subsurface. Numerical methods (e.g. finite difference and the spectral-element method) are used to simulate seismic wave propagation in the model, which are then stored as synthetic waveforms containing the ground motion recordings generated. We then compare the observed waveforms and the synthetic waveforms in an effort to find similarities. Waveforms that are found to be similar are then used as the basis of the kernel calculation. The kernel is a 3D volume that represents the propagation of seismic energy that generates the waveform within the selected window. We then use an inversion process based upon the kernel and the synthetic and observed waveform differences to update the structural model such that it approaches the true model of the region’s subsurface. The structural model is continually refined using this process in an incremental manner.
The difficulty in automating the seismogram segmentation and waveform selection procedure lies in two aspects. First, the seismogram could be very complex, especially at local to regional distances, where complex wave effects caused by small-scale crustal heterogeneities are significant. Different types of waves recorded by a given sensor could overlap in the time and/or frequency domains, which pose challenges to the design of automated seismogram segmentation algorithms. Second, the modeling assumptions, in particular, the reference structure and/or source models used in wave-propagation simulations, could be inadequate to describe many of the wave arrivals on the observed seismogram. This type of “signal-generated noise” poses difficulties for both automatically identifying robust features on the seismogram and identifying which specific features contribute to particular aspects of the structure and/or source models.

We have developed an algorithm based on CWT that allows us to analyze waveforms in the time-frequency domain. Different from the purely time-domain segmentation method (e.g. [16]), a time-frequency domain algorithm allows extra freedom for separating waves arriving at overlapping time windows but with disjoint frequency domain or time-frequency domain support. Both the observed seismograms and synthetics are segmented in the same way and robust features that exist both on the synthetics and the observed seismograms are identified and extracted automatically using a machine-learning algorithm, which can be tuned to meet specific requirements imposed by an expert.

2.2. Machine Learning Methodology

Mitchell [17] defines machine learning as follows, “A computer program is said to learn from experience E with respect to some class of tasks T and performance measure P, if its performance at tasks in T, as measured by P, improves with experience E.” The task of the machine learner in this research was to determine if a segment of an observed data wave seismogram and a segment of a synthetic wave seismogram were a match. Our choices for determining a match were an artificial neural network and an importance-aided neural network [18].

Artificial neural networks are composed of many different components: nodes, links, weights, layers, bias and an activation function. Nodes are the computational unit of the neural network. The layer is used to describe the fewest number of links from a specific node to an input node. Therefore any input node is considered to be in layer 0, any node with one link between it and an input node is in layer 1 and so forth. Links are unidirectional, always sending data from a node in layer l to one in layer l + 1 (a neural network where all links are unidirectional is called a feed-forward network). This data is the sending node’s influence on the receiving node’s output. The influence is the product of the sending node’s output and the link’s weight. A node’s output is determined by summing all incoming links as well as the bias link and then applying an activation function to the total. The bias acts as an actual threshold that must be exceeded for a node to activate and the activation function acts to squash the summed values into a range (in our case) of [0, 1]. This process is completed for each layer until the final value(s) are output from the network by the output layer (the highest numbered layer).

In order to learn from experience the output of a network is compared to the value(s) of the example evaluated by the network. An example is comprised of two components, features (attributes) and values. Features are characteristics of the problem that can be represented as a range of values; these are used as the input into a neural network. Values are the expected output of a neural network given the accompanying features of the example. The neural network is able to learn from experience by comparing the actual output of the network against the expected output of the example. The comparison is done using the squared error, \( \frac{1}{2} (y - a)^2 \), where y is the expected output for the example and a is the actual output of the network for the example. To fully learn from experience this error must propagate back through the network assigning a portion of blame to the influence of each node. This is done through a method called back-propagation in which each link’s weight is adjusted according to learning rate, momentum and the error.
of the link’s receiving node. The learning rate is how much a link weight is affected by the current example, while the momentum is how much the previous example affects the current link weight. The back-propagation equation is \( \Delta \omega_{ij}(n) = \alpha \delta \cdot x_{ji} + \eta \Delta \omega_{ij}(n-1) \), where \( \omega_{ij} \) is the weight for the link from node i to node j, \( \alpha \) is the network’s learning rate, \( \delta_j \) is the error for node j, \( x_{ji} \) is the output from node i to node j, \( \eta \) is the network’s momentum value and \( n \) is the \( n^{th} \) iteration.

A single example will allow a network to learn that example very well, but it will not allow the network to generalize to unseen examples. Therefore, in order for a network to be properly trained it will need a large set of examples on which to train, this is called the training set. During the training of a neural network the training set may be further divided into a training set and a test set. The test set is used to determine when the network has been trained. In order to determine if a neural network generalizes to unseen examples another set, called the validation set, is used after training of the network is complete to judge the accuracy of the network. It is important to ensure the validation set is not used in any part of the training or they will not be considered unseen examples and therefore unusable for determining how well a network generalizes to unseen examples.

To train a network using the back-propagation method, each example in the training set (excluding those examples in the test set) are evaluated by the neural network. The evaluation of each example in the training set is called an epoch. After each epoch, the test set examples are evaluated, producing an error for each example. The average of all examples’ errors in the test set is used to determine if the network has finished training or if it needs to continue to train. For example, in our research we used two criteria to determine if our network was trained. The first criterion was the average error for the test set being within a predetermined tolerance for a specific number of epochs and the second criterion was a maximum epoch count.

Importance-aided neural networks are a type of knowledge-based artificial neural network or neural networks with expert knowledge embedded a priori. IANNs include all the base components of artificial neural networks as well as embedded expert knowledge. IANNs are discussed in more detail in Subsection 4.2.

3. Related Work on ANNs for Supervised Classification of Seismology Data

We selected ANNs because there are many successful precedents in the literature of applications of ANNs to the supervised classification of seismic data, e.g., seismic waveforms/events. For example, Poulton edited an entire book on the subject of ANNs for geophysical data processing [19]. A wide range of applications is explored in this book, including the application of ANNs for geophysical inverse problems. Lopez et al. extracted wavelet features for classification and then used a multilayer feedforward ANN [20]. The original signals were acoustic and seismic. The ANN performed in a robust manner across a wide range of data characteristics. Enescu decided to use ANNs because of their generalization power [21]. The ANN was found to be especially useful for accurate detection of the arrival time of the first break (i.e., a burst wave on a noisy background) in seismograms. Dowla chose ANNs because they easily incorporate nonlineairities into a solution, and they are easily adaptable and generalize well [22]. His report discusses a wide variety of ANNs that are applicable to the discrimination and classification of seismic data. Romeo found ANNs to be a powerful seismic event classifier that was faster than other methods [23]. A variety of types of ANNs were explored in this research. Baaske et al. [24] and Williamson et al. [25] both successfully applied ANNs for automated seismic facies mapping. ANNs have been quite popular for discriminating natural earthquakes from manmade explosions. For example, Gitterman et al. [26] and Joswig [27] applied ANNs to distinguish earthquakes from nuclear explosions. Benbrahim et al. [28] and Dysart and Pulli [29] both used ANNs for discriminating earthquakes from chemical explosions. Benbrahim et al. got over 80% average classification accuracy, and Dysart and Pulli showed the superior performance of the ANN over an alternative linear discriminant algorithm. Abu-Elsoud et al. used an ANN for discriminating earthquakes from oil prospecting explosions with a 93.7% classification accuracy [30]. Pezzo et al. used a multilayer NN architecture for the discrimination of earthquakes and underwater explosions [31], and got an average classification accuracy of 92%. In addition to discrimination, ANNs have been highly successful for classification tasks. For example, Scarpetta et al. used an ANN with features extracted from spectrograms for classifying local seismic signals and earthquakes [32]. They got an average of 94-100% correct classification on test sets. Sharma and Arora got very low standard error estimates (around 0.1) when using an ANN for earthquake prediction [33], and Murphy and Cercone’s ANN classified seismic events with an average accuracy exceeding 98% [34]. In addition to huge efficiency improvements, Langer et al. improved their classification accuracy on a large data set of seismic events from 70% to 80% by going from manual to ANN classification [35]. Furthermore, Wang and Teng’s results
showed that the accuracy of an ANN was superior to that of a more traditional threshold classifier, especially in the presence of noise, for seismic event detection [36]. Shimshoni and Intrator classified seismic signals with ensembles of ANNs [37]. The reason for an ensemble was to handle low energy and non-stationary signals. Their experimental results confirmed the robustness and accuracy of ANNs on the low-energy, non-stationary data. Likewise, Gravirov et al. demonstrated the robustness and accuracy of ANNs, despite the presence of high levels of noise, for seismic identification [38].

None of the above-mentioned research applied ANNs to the problem of selecting good windows for the refinement of full-wave tomography models. Furthermore, based on an extensive literature search (in addition to the above-mentioned papers), we have not found any prior application of knowledge-based ANNs to the field of seismology. The research described in this paper is therefore novel and pioneering.

4. Our Approach

4.1. Data Pre-processing

In our algorithm, the time-domain seismogram is transformed to the time-frequency domain through CWT. In principle, our algorithm can be based on any type of time-frequency transform. The reason we are adopting CWT in our algorithm is its linearity, which results in the absence of interfering cross-terms, and its dyadic pavement of the time-frequency space, which allows efficient and high-resolution representation of the time-frequency content of the seismogram. In our approach, we did not adopt the discrete wavelet transform due to the lack of redundancy in the discrete wavelet bases, which could reduce the resolution of the resulting time-frequency domain image of the seismogram.

After CWT, seismogram segmentation is then performed automatically on the time-frequency domain scalogram using the topological watershed method, an algorithm designed to cluster all pixels that are connected to the same local extremum [39, 40]. The algorithm is based on the simulation of the immersion process. The two-dimensional scalogram image is reversed and the local maxima become local minima, which are called the catchment basins. The catchment basins are flooded through inlets (seeds) pierced at those local minima. As the flooding progresses, some
regions could start to mix and at this point a dam is built to keep the regions separated. As the flood reaches the top of the reversed scalogram, all the dams that have been built during the flooding process form the watershed of the scalogram. The number and the locations of the seeds can be selected in advance. Catchment basins without seeds can be flooded by water coming from a neighboring catchment basin.

By selecting the location of the seeds, over-segmentation due to the existence of noise in the seismogram can be avoided. An example of the segmented scalogram and corresponding time-domain seismogram for the synthetic ambient-noise Green’s function in Figure 2. The wave arrival selected in the time-frequency domain through the inverse continuous wavelet transform \( \text{ICWT} \). The seeds used for segmenting the observed seismogram can be selected in the vicinities of the seed locations used for segmenting the corresponding synthetic seismogram.

4.2. Applying Machine Learning to Seismic Window Classification

The results of the data pre-processing discussed in Subsection 4.1 are the features used as the input vector for our machine learning algorithm. The output of the machine learner is a classification of the input vector as either a good seismic window (i.e. the data wave and the synthetic wave are a good match) or a bad seismic window (i.e. the data wave and the synthetic wave are not a match). There are at least two advantages for using machine learning algorithms with this problem set. The first advantage is that machine learning algorithms are able to discern patterns in the solution space, which would be difficult, if not impossible, for human experts to recognize in a timely manner. A second advantage for using machine learning over the current method is time savings. Once the machine learner is trained it will take a fraction of a second to produce a classification compared to the roughly five minutes it now takes for an expert to produce the same result.

We used two types of neural networks for the research, the first is an ANN and the second is an Importance-Aided Neural Network (IANN). ANNs have been shown to work exceptionally well with seismic data, as introduced in Section 3. An IANN [18] is a type of knowledge-based ANN, which uses an expert’s knowledge to attain a value known as Feature Relative Importance (\( f_{ri} \)). This value is used to indicate an attribute’s overall importance when compared to other attributes for determining a correct classification of an example. To determine the \( f_{ri} \) value for each feature our expert was asked to assign a real-valued number in the range [0,1] based upon the combination of its overall importance to the obtaining a correct classification and its importance when compared to all other features. These \( f_{ri} \) values were then used to train the IANN as described in Subsection 5.1. See [18] for more information on \( f_{ri} \) values. The incorporation of expert knowledge into ANNs can have two advantages over standard ANNs. The first advantage is that knowledge-based ANNs tend to generalize better than ANNs [17]. The second advantage being that knowledge-based ANNs require fewer examples to achieve the same results as standard ANNs [41].

<table>
<thead>
<tr>
<th>Attribute (Feature)</th>
<th>( f_{ri} ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation Coefficient</td>
<td>0.8</td>
</tr>
<tr>
<td>Amplitude ratio of data and synthetic waveforms</td>
<td>0.7</td>
</tr>
<tr>
<td>Time shift between data and synthetic waveforms</td>
<td>0.6</td>
</tr>
<tr>
<td>Source-receiver distance</td>
<td>0.1</td>
</tr>
<tr>
<td>Window start time of data waveform</td>
<td>0.1</td>
</tr>
<tr>
<td>Window end time of data waveform</td>
<td>0.1</td>
</tr>
<tr>
<td>Start frequency point of data waveform</td>
<td>0.1</td>
</tr>
<tr>
<td>End frequency point of data waveform</td>
<td>0.1</td>
</tr>
<tr>
<td>Window start time of synthetic waveform</td>
<td>0.1</td>
</tr>
<tr>
<td>Window end time of synthetic waveform</td>
<td>0.1</td>
</tr>
<tr>
<td>Start frequency point of synthetic waveform</td>
<td>0.1</td>
</tr>
<tr>
<td>End frequency point of synthetic waveform</td>
<td>0.1</td>
</tr>
<tr>
<td>Mask overlay % (synthetic/data)</td>
<td>0.6</td>
</tr>
<tr>
<td>Correlation Coefficient between data waveform and recovered synthetic waveform</td>
<td>1.0</td>
</tr>
<tr>
<td>Phase time curve and broadband dt</td>
<td>0.7</td>
</tr>
</tbody>
</table>

The columns are the features contained in the example set and their associated \( f_{ri} \) values. The \( f_{ri} \) values are our expert’s opinion of each features relative importance in the correct classification of a specific example.
5. Design

5.1. Neural Network Algorithms

We used a standard feedforward ANN with back-propagation. We chose the logistic function, $\frac{1}{1+e^{-x}}$, as our activation function due to its range of output, [0, 1]. The derivative of the logistic function, $\frac{e^x}{(1+e^x)^2}$, was used to calculate how much blame each link receives for any error in the network’s output during back-propagation. The initial weights for all links were set individually to a small random number in the range [-1,1].

The IANN was identical to our ANN with one exception, using the fri values (see Table 1) to embed expert knowledge into the network. To embed expert knowledge into the IANN, two adjustments to the mechanics of the network were required. First, the weights for the links from the input layer to the first hidden layer were initialized using one of two methods, as in [18]. The first method was to use the feature relative importance value for the input attribute with a randomly assigned positive or negative value. The second method was to assign a small random value in the range [-0.5,0.5]. To determine whether the first or second method was used for a given link $l_{ji}$, we first assigned a random number $p_j$ to node j with a value between 1 and the maximum number of attributes, inclusive. Then for each $l_{ji}$ into node j, we randomly determined if the link was to be given either the first or second method. If the first method was selected, we then checked if the number of links assigned the first method was less than $p_j$. If the number assigned the first method was less than $p_j$, then the first method was used, otherwise the second method was used.

The second difference between the ANN and IANN was a change to the back-propagation algorithm. This change affected only the links between the input layer and the first hidden layer. For this layer, the fri value is multiplied with the learning rate to emphasize the more important attributes. The algorithm for the first link layer then became:

$$\Delta \omega_{ji}(n) = \alpha f_{ri} \delta_j x_{ji} + \eta \Delta \omega_{ji}(n-1).$$

5.2. Topology Creation

Individual ANNs can be described in many different ways, for instance, one can be described by its neural network topology or simply topology. The topology of a network is referenced as $x$-$y$-$z$, where $x$ is the number nodes in the input layer, $y$ is the number of nodes in the first hidden layer and $z$ is the number of nodes in the output layer. In order to create the final topology of the neural network, we used a version of k-fold cross-validation [17], specifically 10-fold cross-validation. In 10-fold cross-validation the training set is partitioned into 10 roughly equal folds. The network is then trained using 9 of the folds and tested using the remaining fold. This process is repeated such that each fold is used for testing exactly once. Our training set consisted of 1250 examples, therefore each fold was exactly 125 examples. Thus each topology had exactly 10 unique runs where each run started with a different set of random link weights, a slightly different example set and a unique test set.

Table 2: Overall averages for all topologies

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>Std. Dev.</th>
<th>Min Std. Dev.</th>
<th>Max Std. Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.11427</td>
<td>0.007964</td>
<td>0.003463</td>
<td>0.019391</td>
</tr>
<tr>
<td>Avg. &lt;= 5%</td>
<td>103.60</td>
<td>2.282577</td>
<td>101.32</td>
<td>105.88</td>
</tr>
<tr>
<td>Avg. &gt; 25%</td>
<td>4.19</td>
<td>0.352235</td>
<td>3.84</td>
<td>4.54</td>
</tr>
</tbody>
</table>

The column headers are the overall values for all topologies tested, from left to right: Average is the average values for all folds of all topologies, Std. Dev. is the standard deviation for all folds of all topologies, Min Std. Dev. is the lowest possible value for a topology to be within one standard deviation. Row 1 is the Mean Squared Error, Row 2 is the number of actual network outputs within 5% of the expected outputs and Row 3 is the number of actual network outputs greater than 25% of the expected outputs.

The learning rate $\alpha$ was set to 0.5 and the momentum $\eta$ was set to 0.05. We used two different stopping criteria for determining when the neural network was trained. The first stopping criterion dealt with the average error of one epoch of training. If the average error for an epoch was within 2% then a variable for the number in range was incremented, but if the average error was greater than 2% that variable was set to 0. When the variable reached a value of 200 the network was considered trained and testing would commence. We used a maximum epoch count of...
4000 as the second criterion; of the 530 fold runs, only 6 individual runs stopped due to reaching the maximum epoch count.

5.3. Topology Choice

We created a total of 53 topologies, of which 13 had a single hidden layer and 40 had two hidden layers. The topologies with a single hidden layer had the number of hidden nodes ranging from 22 to 34. The 40 topologies using two hidden layers had the first hidden layer ranging from 12 to 19 hidden nodes and a second hidden layer ranging from 6 to 10 hidden nodes. We used three criteria for determining which of the 53 trained topologies we would use. They were the average mean squared error over all folds, the average number of test cases that were equal to or less than 5 percent from the target goal and the average number of test cases that were greater than 25 percent away from the target goal. The three best topologies according to these criteria were 16-19-7-1, 16-12-8-1 and 16-12-7-1. The results for these three topologies are shown in Table 3.

Table 3: Top three topology results

<table>
<thead>
<tr>
<th></th>
<th>16-19-7-1</th>
<th>16-12-8-1</th>
<th>16-12-7-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. MSE</td>
<td>0.002905</td>
<td>0.009703</td>
<td>0.006491</td>
</tr>
<tr>
<td>Avg. &lt;= 5%</td>
<td>106.33</td>
<td>110.92</td>
<td>106.92</td>
</tr>
<tr>
<td>Avg. &gt; 25%</td>
<td>3.96</td>
<td>3.88</td>
<td>3.54</td>
</tr>
</tbody>
</table>

The column headers are the three best topologies according to the criteria in rows 1, 2 and 3. The italicized topology is the topology chosen for our experiments. The rows contain the averaged results for each topology’s 10 fold runs. Row 1 is the Mean Squared Error, Row 2 is the number of actual network outputs within 5% of the expected outputs and Row 3 is the number of actual network outputs greater than 25% away from the expected outputs. The italicized value in each row is the best results for all topologies tested.

We created a total of 53 topologies, of which 13 had a single hidden layer and 40 had two hidden layers. The topologies with a single hidden layer had the number of hidden nodes ranging from 22 to 34. The 40 topologies using two hidden layers had the first hidden layer ranging from 12 to 19 hidden nodes and a second hidden layer ranging from 6 to 10 hidden nodes. We used three criteria for determining which of the 53 trained topologies we would use. They were the average mean squared error over all folds, the average number of test cases that were equal to or less than 5 percent from the target goal and the average number of test cases that were greater than 25 percent away from the target goal. The three best topologies according to these criteria were 16-19-7-1, 16-12-8-1 and 16-12-7-1. The results for these three topologies are shown in Table 3.

We used three criteria for determining which of the 53 trained topologies we would use. They were the average mean squared error over all folds, the average number of test cases that were equal to or less than 5 percent from the target goal and the average number of test cases that were greater than 25 percent away from the target goal. The three best topologies according to these criteria were 16-19-7-1, 16-12-8-1 and 16-12-7-1. The results for these three topologies are shown in Table 3.

Table 2 shows the averaged results for all topologies trained as well as the first standard deviation and the range of the standard deviation. Using the results shown in both Table 3 and Table 2, we chose the 16-19-7-1 topology as the topology best suited to our problem set.

6. Experimental Results

The selected ANN and IANN topologies were trained using the entire training set of 1250 examples. For the ANN the initial link weights were individually set to a small random number in the range [-1.0, 1.0]. The IANN link weights were set as described in Subsection 5.1 with the fri values shown in Table 1. The ANN trained in approximately 5 minutes while the IANN trained in approximately 8 minutes. To test these networks we used a testing set of 504 previously unseen examples, which were applied to each network with the following results: the ANN correctly predicted 99.21% of the examples with 4 false positives and 0 false negatives, while the IANN correctly predicted 99.60% of the examples with 2 false positives and 0 false negatives. Table 4 shows the results of the experiments.

Our experimental results are very encouraging considering the slightly better than 99% classification rate; especially encouraging is the lack of false positives for both the ANN and the IANN.

7. Conclusions and Future Work

Full-wave tomography gives geophysicists the best opportunity for producing accurate, high resolution images of the Earth’s subsurface. Unfortunately, the time required to create an accurate model of a region’s subsurface is
prohibitive, leading many geophysicists to use other forms of tomography which have lower accuracy and resolution, but require less time for model creation. The goal of this research is to remove the human computational costs associated with the creation of models for full-wave tomography. To this end, we have used an artificial neural network and an importance-aided neural network as a means of classifying seismic windows. A real benefit of this research is the time savings when applied to full-wave tomography. As an example, to classify 1000 examples, an expert (using the 5 minutes per example from Subsection 4.2) would need roughly three and a half days to classify all examples, whereas either the ANN or the IANN would classify all 1000 examples in less than a minute. This is about a 300,000x speed up over the manual classification process.

Our experiments have shown that the ANN is very accurate (99.21% correct classification rate), which demonstrates that machine learning is a very promising approach to seismic window selection. The IANN is slightly more accurate (99.60% correct classification rate) than that of the ANN. This is also promising as it demonstrates the value of adding expert knowledge to machine learning algorithms and provides evidence showing that other types of expert knowledge may further increase the accuracy of the machine learner. For instance, as part of our future work we plan to add proportionality knowledge (e.g. PANN [41]) or rule-based Horn clause knowledge (e.g. KBANN [42]), which should increase the accuracy given larger training and testing sets. We also plan to include, in our experiments, support vector machines (SVM) as well as knowledge-based versions of SVMs corresponding to those used with ANNs.
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